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1 The Viterbi algorithm

In this section, we expand our development of our Viterbi algorithm for the hidden semi-Markov
model (HSMM), following the notation and development used in [1]. Let Vt(pg, τ) be the maximum
likelihood that partial state sequence ends at t in state pg of duration τ .

In the paper, we showed the HSMM in Figure 1 below.
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Figure 1: Hidden semi-Markov model

To help develop the Viterbi equations, however, we introduce Ct to indicate that τt is complete and,
hence, the state is now allowed to change to PGt+1 and select a new duration τt+1.
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Figure 2: Hidden semi-Markov model with completion nodes

We denote variables as follows:

• PGt is the random variable for the state space, covering parse graphs from the C-AOG.
• τt is the duration that the sequence remains in state PGt. It is set following P (τ |Ft) and

then deterministically counts down.
• Ct is a binary indicator for whether PGt = pg is complete and the system is moving to a

new pg′ and τ ′.
• l1:t is the subsequence emitted from 1 to t, and incorporates detections for actions and

fluents.
• d is a counter for the current duration countdown
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• 1(a, b) is the Dirac delta function

Under Figure 2, the hidden semi-Markov model is governed by the following 4 conditional probability
distributions:

1. Transition states:

P (PGt = pg|PGt−1 = pg′, Ct−1 = c) =

{
1(pg, pg′), if c = 0 (remain in same state)
P (pg|pg′), if c = 1 (transition)

(1)
2. Reset the duration counter:

P (τt = d′|PGt = pg, Ct−1 = 1) = P (τ = d′|F ) (2)

3. Continue counting down:

P (τt = d′|τt−1 = d, PGt = pg, Ct−1 = 0) =

{
1(d′, d− 1), if d > 0

undefined, if d = 0
(3)

4. Set to complete when counter is at 0:
P (Ct = 1|τt = d) = 1(d, 0) (4)

Using Ct, we define:

Vt(pg, τ) , max
pg′,τ ′

P (PGt = pg, Ct = 1, τt = τ, (5)

PGt−1 = pg′, τt−1 = τ ′, Ct−1 = 1, l1:t)

= max
pg′,τ ′

[P (lt−τ+1:t|PGt = pg) (6)

P (PGt = pg, τt = τ, PGt−1 = pg′, τt−1 = τ, Ct−1 = 1, l1:t−τ )]

= max
pg′,τ ′

[P (lt−τ+1:t|PGt = pg) (7)

P (PGt = pg, τt = τ |PGt−1 = pg′, τt−1 = τ)

P (PGt−1 = pg′, τt−1 = τ ′, Ct−1 = 1, l1:t−τ )]

= P (lt−τ+1:t|PGt = pg) (8)
max
pg′,τ ′

[P (PGt = pg, τt = τ |PGt−1 = pg′)

P (PGt−1 = pg′, τt−1 = τ ′, Ct−1 = 1, l1:t−τ )]

= P (lt−τ+1:t|PGt = pg)

max
pg′,τ ′

P (PGt = pg, τt = τ |PGt−1 = pg′)Vt−τ (pg
′, τ ′) (9)

= P (lt−τ+1:t|pg) max
pg′,τ ′

P (pg, τ |pg′)Vt−τ (pg′, τ ′) (10)

Since we assume the conditional independence
P (pg, τ |pg′) = P (pg|pg′)P (τ |pg, pg′) = P (pg|pg′)P (τ |pg) = P (pg|pg′)P (τ |F ), (11)

Vt(pg, τ) becomes
Vt(pg, τ) = P (lt−τ+1:t|pg) max

pg′,τ ′
P (pg|pg′)P (τ |F )Vt−τ (pg′, τ ′) (12)

= P (lt−τ+1:t|pg)P (τ |F ) max
pg′,τ ′

P (pg|pg′)Vt−τ (pg′, τ ′) (13)

= P (lt−τ+1:t|pg)P (τ |F )max
pg′

[
P (pg|pg′)max

τ ′
Vt−τ (pg

′, τ ′)
]
. (14)

(15)

To separate the duration from the state space, define:

Vt(pg) , max
τ

Vt(pg, τ). (16)

Therefore,

Vt(pg) = max
τ

[
P (lt−τ+1:t|pg)P (τ |F )max

pg′
[P (pg|pg′)Vt−τ (pg′)]

]
. (17)
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